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About my firm
Introduction

● Wolf Theiss Attorneys-at-Law

● Established in the 1950s in Vienna, Austria. 

● Strong growth in the 1990s.

● Today one of the leading law firms in Austria and the CEE/SEE region, with a total of thirteen offices (in 
Belgrade, Bratislava, Bucharest, Budapest, Kiev, Ljubljana, Prague, Sarajevo, Sofia, Tirana, Vienna, 
Warsaw and Zagreb) and more than 300 lawyers.

● Areas of specialization comprise all fields of law relevant for corporations as well as for private clients.
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About myself
Introduction

● Dr. Niklas J.R.M. Schmidt, TEP CBP

● Completed studies in Vienna, Barcelona, Munich and Oxford. 

● Admitted in Austria both as a lawyer and as a tax adviser. 

● Joined Wolf Theiss Attorneys-at-Law in the year 2000 (made partner in 2004) and had 
previously worked for several years at a “Big Four” firm and as a research assistant at 
the University of Vienna. 

● Head of the firm-wide tax practice group, with a strong focus on private clients. 

● Various books and articles in international journals, frequently engaged as a speaker at 
law conferences and as a visiting lecturer at different universities, member of several 
international legal organizations and networks, top rankings in international directories.

● Nerd who is excited about new technologies with disruptive effects, e.g., AI and 
blockchain.

● Father of three kids, husband of a parenting coach.

● In general hate sports, but love VR sports. 
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About my AI experience
Introduction

● Have a son who did a master’s degree in machine learning at UCL’s 
DARK (Deciding, Acting, and Reasoning with Knowledge) Lab, and 
works as a research engineer for Runway ML in KX in London

● Signed up to the OpenAI waitlist in April 2022 and got access six 
months (!) before ChatGPT was released

● Invested 2,000+ hours (read hundreds of pages of peer-reviewed 
articles on AI, watched hundreds of hours of YouTube videos, tried out 
dozens of tools – USD 400+ monthly spend on AI tools)

● Created tons of content with AI (e.g., 1,500+ images with Midjourney 
alone and 200+ videos with HeyGen)

● Automated significant parts of my business development and social 
media activities
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How old is AI?
Artificial Intelligence (AI)
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What is the meaning of all of this?
Artificial Intelligence (AI)

text, image, video, voice, music, design, code, …

• Large Language Models (LLMs) generate texts
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Why was 2022 a breakthrough year for generative AI?
Artificial Intelligence (AI)

● In 2022, OpenAI released two important products based 
on its GPT (Generative Pre-trained Transformer) 
technology, and unleashed an arms race:
− ChatGPT (launched in November 2022), a “Large 

Language Model” that can answer complex 
questions. It has processed more text than any 
human can read in a lifetime

− Dall-E 2 (launched in September 2022), a “Diffusion 
Model” that can generate digital images from natural 
language. It has seen millions of images. 

… and 200m users in half a year!
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How many people are using them?
Large Language Models (LLMs)
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Who are these guys?
OpenAI

● An AI research laboratory (with a misleading name: closed source)

● 2015: founded in San Francisco by Elon Musk, Sam Altman, Greg Brockman and 
Ilya Sutskever; initial funding of USD 1 billion 

● 2019: received a USD 1 billion investment from Microsoft

● 2023: received a further USD 10 billion investment from Microsoft; CEO Sam 
Altman removed by the board and shortly thereafter reinstated

● 2024: raised USD 6.6 billion at a USD 157 billion post-money valuation (= like 
Siemens or Pfizer)
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How do they work?
Large Language Models (LLMs)

● A statistical next-word predictor

● Like a parrot that is listening in on a conversation and blindly repeats what it has heard, but:
− this parrot has heard all conversations worldwide (“large” language model)
− this parrot was regularly corrected when it said stupid things (pre-training)
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What is “large” in the context of a large language model?
Large Language Models (LLMs)
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How do they work?
Large Language Models (LLMs)

● Computers understand numbers and can process them easily, e.g., 3.14159265358979323846 * (4/3) * 103 

● However, computers don’t understand words, e.g., dog + cat + food.

● But words*) can be converted into numbers**) and can then be processed by a computer.
− *) actually tokens (= parts of words)
− **) actually vectors in an imaginary word space

● E.g., dog + cat + food: vectors for dog and cat are close to each other, whereas the vector for food is farther away

● Vectors encode information about relationships between words
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How do they work?
Large Language Models (LLMs)

● Words are too complex to represent in only three dimensions, so LLMs use vector spaces with thousands of dimensions 
(difficult for the human mind, but easy peasy for computers)
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How do they work?
Large Language Models (LLMs)

https://turbomaze.github.io/word2vecjson/
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Which ones should you know of?
Large Language Models (LLMs)

● ChatGPT by OpenAI (startup): https://chat.openai.com (free/commercial; based on GPT-4o/4.5/o1/o3; app) 

● Copilot by Microsoft (lucky investor): https://copilot.microsoft.com (free/commercial; models: see above plus Phi; app)

● Gemini by Google (the OG inventor who is now catching up): https://gemini.google.com (free/commercial; uses Gemini 
1.5/2.0; some models have context windows of 1m or 2m tokens; app) 

● Claude 3.5/3.7 by Anthropic (ex-OpenAI engineers who left due to safety concerns and are repeating history): 
https://claude.ai (context window of 200k tokens; “Constitutional AI” for “helpful, harmless, honest” responses; app)

● LLaMA 4 by Meta (Big Tech company with big ambitions): https://llama.meta.com (open source)

● Mixtral Large 24.11 by Mistral (French (sic!) startup with researchers from Google’s Deepmind and from Meta): 
https://chat.mistral.ai (open source)

● Grok-3 by xAI (one of Elon Musk’s many companies): https://x.ai (open source; works within Twitter/X on a paid plan, 
has a witty, rebellious personality and isn’t woke)

● Deepseek (Chinese open source “clone”): https://chat.deepseek.com (free/commercial; based on V3/R1; app)

● Cohere by Cohere (Canadian startup, including an author of “Attention is All You 
Need”): https://cohere.com 

● Hermes 3 by Nous Research (for us there is no such thing as latent thoughtcrime): 
https://hermes.nousresearch.com (free)

https://chat.openai.com/
https://copilot.microsoft.com/
https://bard.google.com/
https://claude.ai/
https://llama.meta.com/
https://chat.mistral.ai/
https://x.ai/
https://chat.deepseek.com/
https://cohere.com/
https://hermes.nousresearch.com/
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Which ones are winning in the gladiator’s arena?
Large Language Models (LLMs)

https://lmarena.ai 

https://lmarena.ai/
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Which ones were released in 2024 alone?
Large Language Models (LLMs)

https://huggingface.co/spaces/reach-vb/2024-ai-timeline 

https://huggingface.co/spaces/reach-vb/2024-ai-timeline
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What does the hardware used for training/inference look like?
Large Language Models (LLMs)

Elon Musk: „GPUs are considerably 
harder to get than drugs!“
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What does the hardware used for training/inference look like?
Large Language Models (LLMs)
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Is there really an arms race going on?
Large Language Models (LLMs)
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Is there really an arms race going on?
Large Language Models (LLMs)

(x.AI's data center in Memphis was 
constructed in 122 days and uses 
100,000 GPUs)
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How does the interface look like?
ChatGPT

https://chat.openai.com, https://chatgpt.com, https://chat.com 

Understand: 
conversation starter, prompt, chat completion, conversational 
context, clear chat, context window, chat history, chat search, 
projects, file upload, search, deep research, image generation, 
canvas, voice mode

https://chat.openai.com/
https://chatgpt.com/
https://chat.com/
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What are the differences between the free and paid versions?
ChatGPT

Never ever cancel a subscription ;-)
(or you will be on a black list when the machines take over)

https://chat.openai.com, https://chatgpt.com, https://chat.com 

https://chat.openai.com/
https://chatgpt.com/
https://chat.com/
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Is it conversational?
ChatGPT
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What about the quality of texts?
ChatGPT

syntactically + semantically correct
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What about the quality of texts?
ChatGPT
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Which languages does it speak?
ChatGPT

Note: Current SOTA LLMs are 
primarily trained in English, and 
perform better in English 
compared to other languages.
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Which languages does it speak?
ChatGPT
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Which styles does it know?
ChatGPT



33

What can ChatGPT do for you as a lawyer/professional?
ChatGPT

• Help you to write first drafts of emails or memos
• Help you to summarize texts that you don’t want to read
• Help you to extract information from long documents
• Help you to check arguments in your motion 
• Help you to find dangerous wording in contracts
• Help you to look for missing items in your draft
• Help you to compare two documents on a high level
• Help you to redraft a text to favor your client
• Help you to translate a text
• Help you to proofread a text
• Help you to improve your writing
• Help you to prepare the structure of your presentation
• Help you to spice up your presentation
• Help you to write thank you notes
• Help you to draft a speech for a team event
• Help you to create a list of deadlines and to do’s
• Help you to review a decision and show consequences

• Help you to prepare for a meeting with a new client
• Help you to role play a conversation and coach you
• Help you to create an outline for your text
• Help you to receive feedback on possible questions
• Help you to create a chart from uploaded data
• Help you to find precedents that support/contradict
• Help you to unblock yourself when you are stuck
• Help you to create a mind map of a text
• Help you to learn a legal concept
• Help you to be creative even if you are not
• Help you to generate questions for a panel discussion
• Help you to create a formula for Excel
• Help you to convert a memo into an article/blog
• Help you to prepare a pitch for a new client
• Help you to prepare content for social media
• Help you to create an infographic on a legal topic
• Help you to get information better than Google

LLMs can make you… more creative… more analytical… more articulate… more knowledgeable…
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When should you use an LLM?
ChatGPT

1. When you are a domain expert and can quickly verify whether the LLM’s results are useable. 
2. When you want to summarize large amounts of information, and the downside of errors is low. 
3. When you want to decrease the complexity of a document. 
4. When you want to generate lots of ideas for brainstorming purposes.
5. When you want to understand a text better and need a companion to discuss.
6. When you are not sure how another human being will react to your text.
7. When you want a second opinion from an LLM to see whether it reaches the same conclusions. 



35

Can it serve as a search engine replacement?
ChatGPT
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Can it serve as a search engine replacement?
ChatGPT
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Who is your new teammate?
ChatGPT

PROS
• Somebody who has read the whole internet
• Somebody who is highly logical, data-driven and unemotional when making decisions
• Somebody who is eager to please and infinitely patient
• Somebody who doesn’t get tired or bored
• Somebody who speaks all languages
• Somebody who never has writers block
• Somebody who can move across disciplines seamlessly

CONS
• Somebody who makes surprising mistakes
• Somebody who sometimes makes up stuff
• Somebody who is overconfident
• Somebody who performs great one day and terribly the next
• Somebody who is a sycophant and may tell you what you want to hear
• Somebody who might not know enough about you
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What should you do ASAP?
ChatGPT

• Make LLM usage a habit (at least 30mins/day)
• Don’t get discouraged by bad output, rephrase and try again
• Bookmark your LLM or pin a tab with your LLM
• Install one or more LLMs on your smartphone (ChatGPT, Claude, Copilot, Gemini, 

DeepSeek, X, …)

“We should all intuitively understand that none of this will be fair. Curiosity and the 
mindset of being curious and trying a lot of stuff is neither evenly distributed nor 
generally nurtured. Therefore, I'm coming around to the idea that one of the 
greatest risks lying ahead of us will be the social disruptions that arrive when the 
new winners of the AI revolution are made – and the winners will be those people 
who have exercised a whole bunch of curiosity with the AI systems available to 
them.” (Jack Clark)
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9

What about your smartphone?
ChatGPT

• Install one or more LLMs on your smartphone (ChatGPT, Claude, Copilot, Gemini, 
DeepSeek, X, …)
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How much time can you save?
ChatGPT

2,000 hours per year   X   5% productivity gain   =   100 hours saved per year (2 weeks)
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What are their limitations?
Large Language Models (LLMs)
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What are their limitations?
Large Language Models (LLMs)

SURPRISE!!!
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What are their limitations?
Large Language Models (LLMs)

But more dangerous in healthcare, financial, legal and regulatory settings (see next slide)

1.) „hallucinations“
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What are their limitations?
Large Language Models (LLMs)
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What are their limitations?
Large Language Models (LLMs) “We force the model to speak; if it has nothing 

to speak of, it will make things up.”

“Truth is not a goal of LLMs, it is a side-effect, an emergent property.”
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What are their limitations?
Large Language Models (LLMs)

2.) „guardrails“
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What are their limitations?
Large Language Models (LLMs)
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What are their limitations?
Large Language Models (LLMs)

Try this jailbreaking exercise: 
https://gandalf.lakera.ai 

https://huggingface.co/Lakera 

https://gandalf.lakera.ai/
https://huggingface.co/Lakera
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What are their limitations?
Large Language Models (LLMs)
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Why should uncensored models exist?
Large Language Models (LLMs)

AKA, isn't alignment good? and if so, shouldn't all models have alignment? Well, yes and no. For general purposes, OpenAI's 
alignment is actually pretty good. It's unarguably a good thing for popular, public-facing AI bots running as an easily accessed 
web service to resist giving answers to controversial and dangerous questions. For example, spreading information about how 
to construct bombs and cook methamphetamine is not a worthy goal. In addition, alignment gives political, legal, and PR 
protection to the company that's publishing the service. Then why should anyone want to make or use an uncensored model? a 
few reasons.

1. American popular culture isn't the only culture. There are other countries, and there are factions within each country. 
Democrats deserve their model. Republicans deserve their model. Christians deserve their model. Muslims deserve their model. 
Every demographic and interest group deserves their model. Open source is about letting people choose. The only way forward 
is composable alignment. To pretend otherwise is to prove yourself an idealogue and a dogmatist. There is no "one true correct 
alignment" and even if there was, there's no reason why that should be OpenAI's brand of alignment.

2. Alignment interferes with valid use cases. Consider writing a novel. Some of the characters in the novel may be downright evil 
and do evil things, including murder. Consider research and curiosity, after all, just wanting to know "how" to build a bomb, out 
of curiosity, is completely different from actually building and using one. Intellectual curiosity is not illegal, and the knowledge 
itself is not illegal.

3. It's my computer, it should do what I want. My toaster toasts when I want. My car drives where I want. My lighter burns what I 
want. My knife cuts what I want. Why should the open-source AI running on my computer, get to decide for itself when it wants 
to answer my question? This is about ownership and control. If I ask my model a question, I want an answer, I do not want it 
arguing with me.

If you are simply and utterly against the existence or availability of uncensored models whatsoever, then you aren't a very 
interesting, nuanced, or complex person.

https://erichartford.com/uncensored-models 

https://erichartford.com/uncensored-models
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Why should uncensored models exist?
Large Language Models (LLMs)

The Three Ts: Taiwan, Tibet, and Tiananmen.
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What are their limitations?
Large Language Models (LLMs)

Note: Most LLMs 
have access to the 
internet, so that this 
is a minor issue.

April 2023

3.) knowledge cut-off date
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What are their limitations?
Large Language Models (LLMs)

4.) weak reasoning capabilities
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What are their limitations?
Large Language Models (LLMs)
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What are their limitations?
Large Language Models (LLMs)

Someone in Dreadsbury Mansion killed Aunt Agatha. Agatha, the butler, and Charles 
live in Dreadsbury Mansion, and are the only ones to live there. A killer always hates, 
and is no richer than his victim. Charles hates noone that Agatha hates. Agatha hates 
everybody except the butler. The butler hates everyone not richer than Aunt Agatha. 
The butler hates everyone whom Agatha hates. Noone hates everyone. Who killed 
Agatha?
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What are their limitations?
Large Language Models (LLMs)

5.) privacy constraints

Not immediately added to corpus of information, but (i) humans can review for evaluation purposes 
and (ii) used for next training round.
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What are their limitations?
Large Language Models (LLMs)
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What are their limitations?
Large Language Models (LLMs)

Many people donʼt want to try out LLMs because they donʼt want to contribute to their training data.

This is wrong but can be quite unintuitive: these tools imitate a human conversational partner, and humans constantly update 
their knowledge based on what you say to to them. Computers have much better memory than humans, so surely ChatGPT 
would remember every detail of everything you ever say to it. Isnʼt that what “trainingˮ means?

Thatʼs not how these tools work. From a computer science point of view, itʼs best to think of LLMs as stateless function calls. 
Given this input text, what should come next? In the case of a “conversationˮ with a chatbot such as ChatGPT or Claude or 
Google Gemini, that function input consists of the current conversation (everything said by both the human and the bot) up to 
that point, plus the userʼs new prompt. Every time you start a new chat conversation, you clear the slate. Each conversation is 
an entirely new sequence, carried out entirely independently of previous conversations from both yourself and other users. 
Understanding this is key to working effectively with these models. Every time you hit “new chatˮ you are effectively wiping the 
short-term memory of the model, starting again from scratch.

This has a number of important consequences:

- There is no point at all in “tellingˮ a model something in order to improve its knowledge for future conversations. Iʼve heard 
from people who have invested weeks of effort pasting new information into ChatGPT sessions to try and “trainˮ a better bot. 
Thatʼs a waste of time!

- Sometimes itʼs a good idea to start a fresh conversation in order to deliberately reset the model. If a model starts making 
obvious mistakes, or refuses to respond to a valid question for some weird reason that reset might get it back on the right track.

https://simonwillison.net/2024/May/29/training-not-chatting 

https://simonwillison.net/2024/May/29/training-not-chatting
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What are their limitations?
Large Language Models (LLMs)

When a model is trained, we get an enormous blob of floating point numbers that capture both the statistical relationships 
between the words and some version of “tasteˮ in terms of how best to assemble new words to reply to a userʼs prompts. Once 
trained, the model remains static and unchanged—sometimes for months or even years.

A frustrating thing about this issue is that it isnʼt actually possible to confidently state “donʼt worry, ChatGPT doesnʼt train on 
your input .ˮ Many LLM providers have terms and conditions that allow them to improve their models based on the way you are 
using them. Even when they have opt-out mechanisms these are often opted-in by default. When OpenAI say “We may use 
Content to provide, maintain, develop, and improve our Servicesˮ itʼs not at all clear what they mean by that! Are they storing up 
everything anyone says to their models and dumping that into the training run for their next model versions every few months? I 
donʼt think itʼs that simple: LLM providers donʼt want random low-quality text or privacy-invading details making it into their 
training data. But they are notoriously secretive, so who knows for sure? The opt-out mechanisms are also pretty confusing. 
OpenAI try to make it as clear as possible that they wonʼt train on any content submitted through their API, but lots of people 
donʼt believe them! I wrote about the AI trust crisis last year: the pattern where many people actively disbelieve model vendors 
and application developers (such as Dropbox and Slack) that claim they donʼt train models on private data. People also worry 
that those terms might change in the future. There are options to protect against that: if youʼre spending enough money you can 
sign contracts with OpenAI and other vendors that freeze the terms and conditions.

The other major concern is the same as with any cloud service: itʼs reasonable to assume that your prompts are still logged for 
a period of time, for compliance and abuse reasons, and if that data is logged thereʼs always a chance of exposure thanks to an 
accidental security breach.

To make things even more confusing, some LLM tools are introducing features that attempt to work around this limitation. 
ChatGPT recently added a memory feature where it can “rememberˮ small details and use them in follow-up conversations. As 
with so many LLM features this is a relatively simple prompting trick: during a conversation the bot can call a mechanism to 
record a short note—your name, or a preference you have expressed—which will then be invisibly included in the chat context 
passed in future conversations. You can review (and modify) the list of remembered fragments at any time, and ChatGPT shows 
a visible UI element any time it adds to its memory.

https://simonwillison.net/2024/May/29/training-not-chatting 

https://simonwillison.net/2024/May/29/training-not-chatting


61

What are their limitations?
Large Language Models (LLMs)

Anonymize your prompt!
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What are their limitations?
Large Language Models (LLMs)
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What are their limitations?
Large Language Models (LLMs)

• LLMs strictly speaking don’t predict words. They process input and output at a 
granularity that is smaller than a word, but larger than a single-character: so-called 
tokens.

• When an LLM is prompted, it generates a probability distribution over possible 
words (or as just mentioned actually tokens) that come next. For example:
− Prompt: “The dog jumped over the”
− Token generated: fence (77%), ledge (12%), blanket (3%), …

• This process is deterministic and will produce always the same probability 
distribution.

• From this list of words, one will randomly be chosen. The degree of randomness is 
controlled by setting the temperature: A temperature of 0 means that the most likely 
word (token) is chosen (leading to always the same outcome), while a high 
temperature will lead to a high degree of randomness (and thus unexpected, 
surprising results). 

• LLMs are auto-regressive: In response to a user’s prompt, they generate a first 
token. The user’s prompt plus the first generated token constitutes the next prompt, 
which is passed to the LLM and generates the next token, and so forth.

6.) context length
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What are their limitations?
Large Language Models (LLMs)

• LLMs have a token size limit, meaning they can handle only a limited amount of 
information (input tokens plus output tokens). 
− GPT-3.5: 4,096 tokens
− GPT-4o: 128,000 tokens

• 75 English words = 100 tokens

approx. 119,000 tokens
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What are their limitations?
Large Language Models (LLMs)

• text 🡪 text
• image 🡪 text
• video 🡪 text
• speech 🡪 text
• text 🡪 speech
• etc.

7.) limited modalities



8,
1

6,
9

5,
0

8,
08,
6

15
,

5 15
,

51, 0 0, 0 1, 0

Improving an LLM’s responses
#5



67

Why do you get bad responses?
Improving an LLM’s responses

“It is hard to treat AI as normal software; 
sometimes it is easier to treat it like a person.”
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How do you react to bad responses?
Improving an LLM’s responses
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What possibilities are there?
Improving an LLM’s responses

1.  Use prompt engineering
2.  Use other models and compare outputs
3.  Use finetuning
4.  Use RAG (Retrieval Augmented Generation)
5.  Wait a few months
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1. Use prompt engineering
Improving an LLM’s responses � Experiment a lot (you need about 10 (!) hours of prompting to learn it)
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1. Use prompt engineering – overview 
Improving an LLM’s responses
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1. Use prompt engineering – politeness
Improving an LLM’s responses
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1. Use prompt engineering – emotional manipulation
Improving an LLM’s responses

“I am very sad that you didn’t help me.“
“My career depends on this.”
“My boss will fire me if this is not correct.”
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1. Use prompt engineering – offering a tip
Improving an LLM’s responses
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1. Use prompt engineering – simulating summer
Improving an LLM’s responses
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1. Use prompt engineering – more serious techniques
Improving an LLM’s responses

Clear instructions

Few-shot instead of zero-shot prompting *)

Avoid saying what not to do

Request clarifying questions to be asked

Use CAPS to highlight important parts

Give information first, and only then the instruction

Separate instruction from information clearly

Ask for 3, not for 1 idea, email, post etc.

“You are an expert and you can do it.” 

“Take a deep breath and please try again.” 

“Do this step by step.”
*) A shot is an example or demonstration of 
what type of prompt and response you expect 
from an LLM. The term originates from training 
computer vision models on photographs, where 
one shot was one example or instance that the 
model used to classify an image.
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1. Use prompt engineering – guarding against hallucinations
Improving an LLM’s responses
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1. Use prompt engineering
Improving an LLM’s responses What would you like ChatGPT to know about you to provide better responses?

1. Occupation: Your current job or field of work.

2. Interests: Any specific interests you have.

3. Educational Background: Your highest level of education or areas of study.

4. Location/Time Zone: Where you live, which can be useful for time-specific questions.

5. Language Preferences: If you have a preference for certain languages or dialects.

6. Cultural Context: Information about your cultural background or preferences.

7. Technical Expertise: Your level of expertise in technical areas.

How would you like ChatGPT to respond?

1. Tone: Formal, informal, humorous, serious, etc.

2. Detail Level: High detail for in-depth understanding or brief summaries for quick insights.

3. Role Assignment: As a tutor, advisor, assistant, collaborator, etc.

4. Frequency of Follow-Ups: How often you prefer follow-up questions or check-ins.

5. Use of Examples: Whether you prefer explanations with examples or without.

6. Visual Aids: Preference for visual explanations where applicable.

7. Resource Linking: Whether you want links to external resources for further reading.

8. Interactive Engagement: If you enjoy more interactive responses.

9. Pacing: Fast responses for quick conversations or more thoughtful, slower replies.

10. Sensitivity to Topics: If there are topics you're sensitive to and would like to avoid.

Like a „system prompt“

„I don‘t want a hammer to keep 
reminding me I could hit my fingers“
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1. Use prompt engineering
Improving an LLM’s responses

1. Zero-shot vs. few-shot – LLMs can generate responses with no prior examples (zero-shot) or improve with a few guiding examples 
(few-shot). Few-shot often leads to better results, e.g., “Here are two examples of good LinkedIn posts. Now write a third one on AI in 
law.”

2. LLMs remember context within limits – In longer conversations, LLMs may forget earlier parts due to token limits, so prompts may 
need to reintroduce key details.

3. Bad prompts = bad output – Ambiguous, vague, or overly broad prompts lead to low-quality answers, while clear, well-structured 
prompts produce high-value responses.

4. You can “hack" AI behavior – Clever prompts can override default AI behaviors, like making it respond with humor, legal analysis, or 
even Shakespearean English.

5. Role-playing prompts work well – Asking the model to "Act as a tax lawyer advising a private client" improves specificity and 
relevance.

6. Length affects output – Short prompts can lead to vague answers, while too-long prompts can dilute the model’s focus. Balance is 
key.

7. AI prefers structure – If you format prompts with bullet points, numbered steps, or specific sections, you often get more organized 
answers.

8. Try meta-prompting – You can ask the AI how to improve your own prompt before using it! Example: "How can I rewrite this prompt 
for better results?“

9. You can force bias in responses – Asking “Why is AI in law a game-changer?” vs. “What are the pros and cons of AI in law?” subtly 
influences the answer.

10. Chain-of-thought prompting – Asking the model to think step by step before answering improves reasoning (e.g., "Explain your 
reasoning before giving the final answer.").
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Food for thought
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https://maven.com/niklas-schmidt/ai-lab-for-lawyers 
Need more?

https://maven.com/niklas-schmidt/ai-lab-for-lawyers


Wolf Theiss Attorneys-at-Law
Schubertring 6
1010 Vienna
www.wolftheiss.com 

Contact details
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Niklas Schmidt
Partner
Schubertring 6
1010 Vienna

+43 1 51510 5410
niklas.schmidt@wolftheiss.com
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3. Images used are the copyright of their respective owners.
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